SharePoint 2010 FAQ and Troubleshooting
FAQs

Specific

Is incremental indexing supported by the connector?

Yes. This is done using a snapshot file which is created when doing a full crawl. It saves the state of every crawled item and on the next incremental crawl
it'll use this file to compare and get any adds, updates or deletes. A new snapshot file is created after an incremental crawl to save the changes done.

Why do | need to set up permissions at Web Application level?

Those permissions ("Full Read") are required so the connector can fetch additional information from site collections. This information is required for
incremental indexing.

If setting permissions at Web Application level is not suitable to your environment, consider setting site collection administrator rights to the crawler
account on each site collection you want to crawl. (This will work without Web App permissions, but has to be set on every site collection.)

Why is the connector crawling the whole site collection? Even if the start URL is from a sub-site?

This usually happens when you are trying to access your site using an IP address instead of hostname. The traffic is redirected to the top level site by IS
or a router, so the connector receives the wrong information from SharePoint. To fix, simply use the hostname of your SharePoint front end.

Why is does an incremental crawl last as long as a full crawl!?

In Aspire 2.0 and 2.0.1, the Sharepoint 2010 Connector performs incremental crawls based on snapshot files, which are meant to match the exact
documents that have been indexed by the connector to the search engine. On an incremental crawl, the connector fully crawls the Sharepoint content the
same way as a full crawl, but it only indexes the modified, new or deleted documents during that crawl.

Since Aspire 2.0.2 the Sharepoint 2010 Connector uses the change token to get only the changes instead of using the snapshot file.

For a discussion on crawling, see here.

General

Why does an incremental crawl last as long as a full crawl!?

Some connectors perform incremental crawls based on snapshot entries, which are meant to match the exact documents that have been indexed by
the connector to the search engine. On an incremental crawl, the connector fully crawls the repository the same way as a full crawl, but it only indexes
the modified, new or deleted documents during that crawl.

For a discussion on crawling, see Full & Incremental Crawls.

Save your content source before creating or editing another one

Failing to save a content source before creating or editing another content source can result in an error.

ERROR [aspire]: Exception received attenpting to get execute conponent conmand com sear cht echnol ogi es. aspire.
servi ces. Aspi reException: Unable to find content source

Save the initial content source before creating or working on another.

My connector keeps the same status "Running” and is not doing anything
After a crawl has finished, the connector status may not be updated correctly.
To confirm this, do the following:

1. In RoboMongo, go to your connector database (like: aspire-nameOfYourConnector).

2. Open the "Status" collection and perform the following query:


https://contentanalytics.digital.accenture.com/pages/viewpage.action?pageId=1049115
https://contentanalytics.digital.accenture.com/pages/viewpage.action?pageId=1049115

db. getCol l ection('status').find({}).limt(1l).sort({$natural:-1})

v & Local Connection (13)

0§ = db.getCollection(’status... X ‘
> System F

£ Local Connection = localhost:27017 pi c

> B8 aspire-DQL_igenbus_FS
> B aspire-DQL_igenbus_StageR {$natural:
> % asp!re-DQL,lgenbus,StageRZ o () e
> E aspire-DQL_rgenbus_FS
> B aspire-Documentum_DQL_rgenbus Key Value Type
> B aspire-Group_Expansion_Manager v @3 (1) Objectld("5964a5e19ff5542988bb9f7c") {18 fields } Obje:
v & aspire-IBM_Connections = id Objectld("5964a5e19ff5542988bb9f7c") Obje
v Collections (13) > 3 connectorSource {12 fields } Obje:
> [ audit . @action start S
> controlProcessList @actionProperties full S
> controlScanList = @crawlld 0 S
> errors " @normalizedCSName 1BM_Connections S
> hierarchy displayName IBM Connections S
> ibmchildren [ @scheduler AspireSystemScheduler S
> (£ iomparent =2 @scheduleld 0 S
> processQueue 2 @jobNumber 1 S
> scanQueue =2 @sourceld 1BM_Connections S
> snapshot = @actionType manual S
> statistics @dbld 0
> [ status crawlStart 1499768289022
> timestamp crawlStatus S
> Functions processDeletes none S
> Users = processingDeletesStatus finished S
> & aspire-Ldap_Cache (& crawlEnd 1499770238669
> [ stager-DEK

3, Edit the entry and set the status to "S" (Completed).

@ Edit Document o X

8 locahost:27017 & aspire-TBM_Connections ! satus

< >

@ raae =

Note: To see the full options of "Status" values, see MongoDB Collection Status.

My connector is not providing group expansion results

Make sure your connector has a manual scheduler configured for Group Expansion.

Add New

Scheduled: Manually v Action: Start v Crawl: Cache Groups v

1, Go to the Aspire debug console, and look for the respective scheduler (in the fourth table: Aspire Application Scheduler).


https://contentanalytics.digital.accenture.com/display/aspire33/MongoDB+Collections+Description
https://contentanalytics.digital.accenture.com/display/aspire33/The+Debug+Console

- Aspire Application Scheduler:

Scheduler ‘

IBM_Connections:1 manual never disabled | disabled

IBM_Connections:2 manual never disabled | disabled detail run

2. If you are unsure which scheduler is for Group Expansion, you can check the Schedule Detail.

© You can identify it with the value: cacheGroups

Schedule Detail [x]

D 1
Schedule ID aspire.AspireSystemScheduler.1
Name IBM_Connections:1
Schedule manual
Source ID IBM_Connections
Event start
Properties fcacheGroups
Enabled false

Singleton

<doc action="start" actionProperties="cacheGroups" crawlld="0" normalizedCSName="IBM Connections">
<connectorSource>
< ps://ws8-ibmS.qa.local/</Ii
<IBMUser>wasadmin</IBMUser>

<11 ypted:9D927FC /
<useLTPA>false</uselTPA>

<IBMLoginUr1/>

<pageSize>100</pageSize>

<extractACL>true</extractACL>

1dapC Ldap_Cache</1dapC: t

<1dap! IDValue</

p

3.To run the Group Expansion process, click Run.

- Aspire Application Scheduler:

Scheduler

IBM_Connections:1 manual never disabled | disabled detail [

IBM_Connections:2 manual never disabled  disabled detail run

Troubleshooting

The connector fails with 401 unauthorized and this stack trace:

Aspi reExcept i on(aspi re-shar epoi nt - scanner. scanFai | ed) :



com sear cht echnol ogi es. aspi re. servi ces. Aspi reException: An error ocurred on SharePoint Scanner. Detail: Server
was unable to process request. ---> Attenpted to perform an unauthorized operation..

at com sear cht echnol ogi es. aspi re. conponent s. Shar ePoi nt Scanner . pr ocess( Shar ePoi nt Scanner . j ava: 211)

at com searcht echnol ogi es. aspi re. appl i cati on. JobHandl er. runNest ed(JobHandl er. j ava: 120)

at com sear cht echnol ogi es. aspire. appli cation. Pi pel i neManager | npl . process(Pi pel i neManager | npl . j ava: 196)

at com sear cht echnol ogi es. aspi re. appl i cati on. JobHandl er. | ocal JobRout eProcess(JobHandl er. j ava: 354)

at com sear cht echnol ogi es. aspi re. appl i cati on. JobHandl er. runNest ed( JobHandl er . j ava: 249)

at com sear cht echnol ogi es. aspire. appli cation. JobHandl er. run(JobHandl er. j ava: 64)

at java.util.concurrent. ThreadPool Execut or $Wor ker . runTask( Unknown Sour ce)

at java.util.concurrent. ThreadPool Execut or $Wor ker . run( Unknown Sour ce)

at java.lang. Thread. run(Unknown Source)
Caused by: javax.xnl.ws.soap. SOAPFaul t Exception: Server was unable to process request. ---> Attenpted to perform
an unaut hori zed operation.

at comsun.xm .internal.ws.fault.SOAP11Faul t. get Prot ocol Excepti on( Unknown Source)

at comsun.xm .internal.ws.fault. SOAPFaul t Bui | der. cr eat eExcepti on( Unknown Source)

at comsun.xm .internal.ws.client.sei.SyncMethodHandl er. i nvoke(Unknown Source)

at comsun.xm .internal.ws.client.sei.SyncMet hodHandl er. i nvoke( Unknown Source)

at comsun.xm .internal.ws.client.sei.SElStub.invoke(Unknown Source)

at $Proxy39. get Cont ent (Unknown Sour ce)

at com sear cht echnol ogi es. aspi re. conponent s. Shar ePoi nt Scanner . get Cur r ent ChangeToken( Shar ePoi nt Scanner .
j ava: 508)

at com sear cht echnol ogi es. aspi re. conponent s. Shar ePoi nt Scanner . scan( Shar ePoi nt Scanner . j ava: 436)

at com sear cht echnol ogi es. aspi re. conponent s. Shar ePoi nt Scanner . pr ocess( Shar ePoi nt Scanner . j ava: 202)

8 nore

This means that the service account used to access SharePoint content doesn't have enough permissions. In particular, you need to grant FULL READ
permissions at Web Application level to the account if you need to proceed. Check above on the required permissions to crawl SharePoint.

Check prerequisites section for more details.

The connectors keeps failing with 401 unauthorized, even when the user has enough permissions.

Make sure the user has enough permissions. You can use the 'Check Permissions' option on the SharePoint site that you want to crawl.


https://contentanalytics.digital.accenture.com/display/aspire33/SharePoint+2010+Prerequisites
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